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1
NETWORK DEVICE SELECTION

FIELD

This disclosure relates to network device selection.

BACKGROUND

One conventional computer includes central processing
units (CPU) that are included in CPU sockets. Each CPU
includes one or more processor cores. The conventional com-
puter operates in accordance with a non-uniform memory
architecture in which memory that can be accessed by a
respective CPU or socket can be classified as either local
memory or remote memory with respect to that CPU or
socket, depending upon whether the memory is local to or
remote from the socket the comprises that CPU. A local
memory access may involve relatively less latency than a
remote memory access.

The conventional computer also includes teamed network
interface controllers that provide aggregated links to a net-
work to which the links are coupled. In a manner analogous to
memory access in non-uniform memory architecture, an indi-
vidual network interface controller in a team can be either
local to or remote from a socket or CPU. Data transmission to
or from a socket or CPU via a local network interface con-
troller may be relatively more efficient and/or involve rela-
tively less latency than via a remote network interface con-
troller.

In this conventional computer, the determination of which
of'the teamed network interface controllers is to be used by a
socket or CPU typically is made without regard to such local-
ity issues, and/or is based upon fixed, pre-determined assign-
ments that arise out of the conventional computer’s physical
configuration that do not take into consideration the charac-
teristics of actual communication exchanges that are taking
place. Ineither case, this may reduce network communication
efficiency and/or increase network communication process-
ing latency.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

Features and advantages of embodiments wilt become
apparent as the following Detailed Description proceeds, and
upon reference to the Drawings, wherein like numerals depict
like parts, and in which:

FIG. 1 illustrates a system embodiment.

FIG. 2 illustrates features in an embodiment.

Although the following Detailed Description will proceed
with reference being made to illustrative embodiments, many
alternatives, modifications, and variations thereof will be
apparent to those skilled in the art. Accordingly, it is intended
that the claimed subject matter be viewed broadly.

DETAILED DESCRIPTION

FIG. 1 illustrates a system embodiment 100. System 100
may include one or more nodes 10. In this embodiment, the
terms “host computer,” “host,” “server,” “client,” “network
node,” and “node” may be used interchangeably, and may
mean, for example, without limitation, one or more end sta-
tions, mobile internet devices, smart phones, media devices,
input/output (I/O) devices, tablet computers, appliances,
intermediate stations, network interfaces, clients, servers,
and/or portions thereof. In this embodiment, data and infor-
mation may be used interchangeably, and may be or comprise
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one or more commands (for example one or more program
instructions), and/or one or more such commands may be or
comprise data and/or information. Also in this embodiment,
an “instruction” may include data and/or one or more com-
mands.

One or more nodes 10 may comprise one or more (and in
this embodiment, a plurality of) circuit boards (CB) 32 and/or
33. Circuit boards 32 and/or 33 may each be or comprise one
or more motherboards, circuit cards, blades, and/or circuit
panels that may be electrically and/or mechanically coupled
to each other (e.g., via one or more not shown rack mounting
and/or other coupling systems) so as to be communicatively
coupled, at least in part, with each other.

Circuit board 32 may comprise circuitry 118. Circuitry 118
may comprise, at least in part, one or more central processing
unit (CPU) sockets 13A, 13B, . . . 13N, computer readable/
writable memories 21A, 21B, . . . 21N, and/or network
devices (ND) 120A, 120B, . . . 120N. Although not shown in
the Figures, circuit board 32 also may comprise interconnect
circuitry (e.g., comprising memory and/or I/O controller cir-
cuitry) that may communicatively couple the sockets 13A,
13B, . . . 13N to and/or among each other. This not shown
interconnect circuitry also may respectively communica-
tively couple the sockets 13A, 13B, . . . 13N to respective
memories 21A, 21B, . . . 21N in accordance with a non-
uniform memory access INUMA) architecture. This may per-
mit the sockets 13A . . . 13N to access the memories 21A . . .
21N inaccordance, atleast in part, with NUMA.. For example,
in this embodiment, one or more memories 21A may be
respective local memory with respect to one or more sockets
13A, but the others of the memories (e.g., other than one or
more memories 21A) may be remote with respect to one or
more sockets 13A. Also for example, one or more memories
21B may be respective local memory with respect to one or
more sockets 13B, but the others of the memories (e.g., other
than one or more memories 21B) may be remote with respect
to one or more sockets 13B. Also for example, and/or one or
more memories 21N may be respective local memory with
respect to one or more sockets 13N, but the others of the
memories (e.g., other than one or more memories 21N) may
be remote with respect to one or more sockets 13N.

In this embodiment, in a manner that may be analogous (at
least in part) to the manner in which NUMA architecture may
be implemented, the not shown interconnect circuitry may
communicatively couple the sockets 13A . . . 13N to respec-
tive network devices 120A . .. 120N in such a way as to permit
the respective network devices 120A . . . 120N to be respec-
tively local with respect to at least certain of the respective
sockets 13A . . . 13N, but to be respectively remote with
respect to at least certain others of the respective sockets
13A ... 13N. For example, in this embodiment, one or more
network devices 120A may be respective local network
devices with respect to one or more sockets 13A, but the
others of the network devices (e.g., other than one or more
network devices 120A) may be remote with respect to one or
more sockets 13A. Also for example, one or more network
devices 120B may be respective local network devices with
respect to one or more sockets 13B, but the others of the
network devices (e.g., other than one or more network devices
120B) may be remote with respect to one or more sockets
13B. Also for example, one or more network devices 120N
may be respective local network devices with respect to one
or more sockets 13N, but the others of the network devices
(e.g., other than one or more network devices 120N) may be
remote with respect to one or more sockets 13N.

Each of the sockets 13A . .. 13N may comprise a respective
plurality of processor cores. For example, one or more sock-
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ets 13 A may comprise a plurality of processor cores 15A . ..
15N. One or more sockets 13B may comprise a plurality of
processor cores 17A . .. 17N. One or more sockets 13N may
comprise a plurality of processor cores 19A . . . 19N.

Each of the network devices 120A . . . 120N may be or
comprise one or more respective network interface control-
lers (NIC). For example, one or more network devices 120A
may comprise one or more NIC 150A. One or more network
devices 120B may comprise one or more NIC 150B. One or
more network devices 120N may comprise one or more NIC
150N. The not shown interconnect circuitry may communi-
catively couple the respective NIC 150A . . . 150N to the
respective sockets 13A ... 13N.

In this embodiment, network devices 120A . . . 120N
and/or NIC 150A . . . 150N may be communicatively coupled
to one or more switches 70 via communication links 51A . ..
51N. These links 51A . . . 51N may be coupled to ports
160A ...160N of switch circuitry 119 that may be comprised
in one or more switches 70. For example, one or more net-
work devices 120A and/or one or more NIC 150A may be
communicatively coupled via one or more links 51A to one or
more ports 160A. One or more network devices 120B and/or
one or more NIC 150B may be communicatively coupled via
one or more links 51B to one or more ports 160B. One or more
network devices 120N and/or one or more NIC 150N may be
communicatively coupled via one or more links 51N to one or
more ports 160N. Switch circuitry 119 also may comprise one
or more ports 170 that may be communicatively coupled via
one more communication links 53 to one or more networks
50.

In this embodiment, a plurality of the network devices
120A ...120N and/or NIC 150A . .. 150N may be associated,
at least in part, with or among each other in one or more link
aggregations. For example, network devices 120A and 120B
and/or NIC 150A and 150B may be associated, at least in part,
with each other in one or more link aggregations 130 that may
comprise and/or involve, at least in part, links 51A and 51B.

In this embodiment, “circuitry” may comprise, for
example, singly or in any combination, analog circuitry, digi-
tal circuitry, hardwired circuitry, programmable circuitry, co-
processor circuitry, state machine circuitry, and/or memory
that may comprise program instructions that may be executed
by programmable circuitry. Also in this embodiment, a pro-
cessor, CPU, processor core, core, and controller each may
comprise respective circuitry capable of performing, at least
in part, one or more arithmetic and/or logical operations,
and/or of executing, at least in part, one or more instructions.
Although not shown in the Figures, one or more nodes 10
and/or one or more switches 70 each may comprise a respec-
tive graphical user interface system that may comprise, e.g., a
respective keyboard, pointing device, and display system that
may permit a human user to input commands to, and monitor
the operation of one or more nodes 10, one or more switches
70, and/or system 100.

Memories 21A . . . 21N may be collectively or singly
referred to (e.g., depending upon the particular context)
herein as memory 21 (see FIG. 2). Memory 21 may comprise
one or more of the following types of memories: semicon-
ductor firmware memory, programmable memory, non-vola-
tile memory, read only memory, electrically programmable
memory, random access memory, flash memory, magnetic
disk memory, optical disk memory, and/or other or later-
developed computer-readable and/or writable memory.

One or more machine-readable program instructions may
be stored in memory 21. In operation of one or more nodes 10,
these instructions may be accessed and executed by circuitry
118 and/or one or more of the processor cores 15A .. . 15N,
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17A . . . 17N, and/or 19A . . . 19N. When so accessed and
executed, these one or more instructions may result in one or
more network device/NIC teaming/aggregation processes
202, virtual NIC instance processes 206A . . . 206N, physical
NIC driver instance processes 208A . . . 208N being executed
at least in part by circuitry 118 and/or one or more of the
processor cores 15A ... 15N, 17A . . . 17N, and/or 19A . ..
19N, and becoming resident at least in part in memory 21.
Also when so accessed and executed, these one or more
instructions may result in circuitry 118, processor cores
15A .. 15N, 17A .. . 17N, and/or 19A . . . 19N, network
devices 120A ... 120N, NIC 150A . . . 150N, and/or one or
more components thereof, performing operations described
herein as being performed by these components of system
100.

In this embodiment, a portion or subset of an entity may
comprise all or less than all of the entity. Also, in this embodi-
ment, a process, daemon, program, driver, operating system,
application, kernel, virtual machine monitor, and/or instance
thereof each may (1) comprise, at least in part, and/or (2)
result, atleast in part, in and/or from, execution of one or more
operations and/or program instructions.

In this embodiment, as a result at least in part of the par-
ticular construction and/or configuration of circuitry 118,
sockets 13A ... 13N, memories 21A ... 21N, network devices
120A .. . 120N, NIC 150A . . . 150N, and/or the not shown
interconnect circuitry, with respect to a respective processor
core and/or the respective socket that comprises the respec-
tive processor core, a respective local memory, respective
local network device, and/or respective local NIC may be
more closely coupled to and/or associated with the respective
processor core and/or the respective socket than is the case for
a respective remote memory, remote network device, and/or
remote NIC. Additionally or alternatively, a respective socket
and/or a respective processor core comprised in the respective
socket may be capable of accessing and/or communicating
with, at least in part, a respective local memory, local network
device, and/or local NIC faster (e.g., with reduced latency
relative to) than a respective remote memory, remote network
device, and/or remote NIC. Further additionally or alterna-
tively, architectures and/or techniques other than and/or in
addition to non-uniform memory access architecture and/or
analogous/similar techniques may be employed and/or
embodied, at least in part, in one or more nodes 10 and/or
circuitry 118 without departing from this embodiment. As a
result, at least in part, of the foregoing, data transmission to or
from a respective socket or respective processor core com-
prised in the respective socket via a respective local network
device and/or respective local NIC may be relatively more
efficient and/or involve relatively less latency than via a
respective remote network device and/or remote NIC.

In this embodiment, a network, network link, and/or com-
munication link may be or comprise any mechanism, instru-
mentality, modality, and/or portion thereof that may permit,
facilitate, and/or allow, at least in part, two or more entities to
be communicatively coupled together, such as, for example,
using and/or via one or more wired and/or wireless networks.
Also in this embodiment, a first entity may be “communica-
tively coupled” to a second entity if the first entity is capable
of transmitting to and/or receiving from the second entity one
or more commands and/or data. In this embodiment, a “wire-
less network™ may be or comprise a network that permits, at
least in part, at least two entities to be wirelessly communi-
catively coupled, at least in part. In this embodiment, a “wired
network” may be or comprise a network that permits, at least
in part, at least two entities to be communicatively coupled, at
least in part, non-wirelessly.
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In this embodiment, a packet may comprise one or more
symbols and/or values. Also in this embodiment, a flow and/
or packet flow may be, comprise, and/or be associated with, at
least in part, a plurality of packets that belong to, are associ-
ated with, and/or share, at least in part, one or more features,
sources, destinations, properties, characteristics, symbols,
and/or values, such as, for example, one or more common
source and/or destination addresses, protocol (e.g., transmis-
sion control protocol) ports, services, processes, recipients,
and/or origins, and/or one or more sockets and/or processor
cores involved in processing and/or intended to process, at
least in part, the packets.

Also in this embodiment, a switch may be or comprise one
or more intermediate stations capable, at least in part, of
forwarding and/or routing one or more packets. In this
embodiment, a network device may be or comprise circuitry
that is capable of being used in, comprised in, and/or being
communicatively coupled to (directly or indirectly) one or
more networks. Additionally, in this embodiment, a CPU
socket may be or comprise circuitry that comprises and/or is
capable of being communicatively coupled to, at least in part,
a plurality of processor cores.

Additionally, in this embodiment, the teaming of two or
more devices may be, comprise, facilitate, result in and/or
from, and/or involve, at least in part, the association, using
together, and/or combining of respective physical and/or logi-
cal features, capabilities, operations, and/or circuitry of the
devices, at least in part. In this embodiment, link aggregation
may be, comprise, facilitate, result in and/or from, and/or
involve, at least in part, teaming of two or more communica-
tion links. In this embodiment, link aggregation may permit
throughput improvement and/or increased redundancy capa-
bilities compared to that which might otherwise result if the
links in the link aggregation were not to be so aggregated.

In this embodiment, the teaming of network devices 120A
and 120B, the teaming of NIC 150A and 105B, and/or the
aggregation of links 51A and 51B may comply and/or be
compatible with, at least in part, the protocols described in
Institute of Electrical and Electronics Engineers (IEEE) Std
802.ad-2000 and/or IEEE Std 802.1AX-2008. Also in this
embodiment, network devices 120A . . . 120N and/or NIC
150A . . . 150N may exchange data and/or commands with
ports 160A ... 160N via links 51A ... 51N in accordance with
one or more communication protocols. Likewise, one or more
ports 170 may exchange data and/or commands with one or
more networks 50 via one or more links 53 in accordance with
one or more such protocols. For example, in this embodiment,
these one or more protocols may be compatible with, at least
in part, e.g., one or more Ethernet, Transmission Control
Protocol/Internet Protocol (TCP/IP), and/or other protocols.

For example, one or more Ethernet protocols that may be
utilized in system 100 may comply or be compatible with, at
least in part, IEEE Std 802.3-2008, Dec. 26, 2008; IEEE Std
802.1Q-2005, May 19, 2006; IEEE Std 802.11a-1999, Feb.
11, 1999; IEEE Std 802.11b-1999, Feb. 11, 1999; IEEE Std
802.11g-2003, Oct. 20, 2003; and/or IEEE Std 802.11n-2009,
Oct. 29, 2009. The TCP/IP protocol that may be utilized in
system 100 may comply or be compatible with, at least in
part, the protocols described in Internet Engineering Task
Force (IETF) Request For Comments (RFC) 791 and 793,
published September 1981. Many different, additional, and/
or other protocols (including, for example, those stated
above) may be used for such data and/or command exchange
without departing from this embodiment (e.g., earlier and/or
later-developed versions of the aforesaid, related, and/or
other protocols).
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Inoperation of system 100, the execution, at least in part, of
one or more processes 202 may result, at least in part, in
circuitry 118 and/or one or more of the processor cores
15A ... 15N, 17A ... 17N, and/or 19A . . . 19N selecting, at
least in part, from (e.g., among network devices 120A . . .
120N) one or more network devices (e.g., one or more net-
work devices 120A) to which one or more packets 52 A are to
be transmitted. For example, one or more packets 52A may be
generated, at least in part, by one or more processor cores
(e.g., one or more cores 15A). One or more processes 202,
circuitry 118, and/or one or more of the processor cores
15A ... 15N, 17A .. . 17N, and/or 19A . .. 19N may select one
or more network devices 120A based at least in part upon a
relative degree of affinity (e.g., DA1 in FIG. 1) that one or
more network devices 120A may have with respect to one or
more CPU sockets (in this example, one or more sockets 13A)
that are associated, at least in part, with one or more packet
flows (e.g., one or more packet flows F1) to which the one or
more packets 52A may belong, at least in part.

For example, in this embodiment, the packets 52A ... 52N
that may belong to, at least in part, one or more flows F1 (and
accordingly, one or more flows F1 themselves) may be gen-
erated, at least in part, by one or more cores 15A. In this
example, one or more cores 15A may be comprised in one or
more sockets 13A, and accordingly, one or sockets 13A may
be associated, at least in part, with one or more flows F1
and/or one or more packets 52A. In this example, the relative
degree of affinity DA1 that one or more devices 120A may
have with respect to one or more sockets 13 A may be relative
to respective degrees of affinity (e.g., DA2 . .. DAN) that the
one or more other network devices 120B . . . 120N may have
with respect to the one or more sockets 13A. This relative
degree of affinity DA1 may be determined, based at least in
part upon relative locality of communication coupling (e.g.,
LOC1 in FIG. 1) of the one or more devices 120A to the one
or more sockets 13A. Relative locality of communication
coupling LOC1 may be relative to respective localities of
communicative coupling (e.g., LOC2 ... LOCN) of the one or
more other network devices 120B . . . 120N to the one or more
sockets 13A.

In this embodiment, the relative degree of affinity of a
respective network device to a respective CPU socket may be,
comprise, result from, and/or correspond to, at least in part,
the degree to which the respective network device may be
considered to be local to the respective CPU socket, e.g.,
relative to the respective degrees that other respective net-
work devices may be considered to be local to the respective
CPU socket. Also in this embodiment, the relative locality of
communicative coupling of a respective network device to a
respective CPU socket may be, comprise, result from, and/or
correspond to, at least in part, the relative efficiency and/or
relative latency of data transmission to or from the respective
socket via the respective local network device (e.g., as a
result, at least in part, of the particular configuration of the not
shown interconnect circuitry).

For example, in this embodiment, as a result, at least in part,
of the particular configuration of the not shown interconnect
circuitry, the relative degree of affinity DA1 may be greater
than any of the other relative degrees of affinity DA2 ... DAN,
and/or the relative locality of communicative coupling LOC1
may be greater than any of the other relative localities of
communicative coupling LOC2 . . . LOCN. One or more
processes 202, circuitry 118, and/or one or more of the pro-
cessor cores 15A ... 15N, 17A .. . 17N, and/or 19A .. . 19N
may select the one or more network devices 120A to which
the one or more packets 52 A are to be transmitted such that (1)
the one or more selected network devices 120 A may have the
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greatest relative degree of affinity DA1 and/or (2) the greatest
relative locality of communicative coupling LOC1 to the one
or more sockets 13A associated, at least in part, with the one
or more flows F1 to which the one or more packets 52A may
belong.

For example, one or more processes 202 shown in FIG. 2
may generate, at least in part, one or more associations 204
that may be stored, at least in part, in memory 21. In this
embodiment, an association may be or comprise one or more
data structures, such as, for example, one or more tables
and/or databases. One or more associations 204 may associ-
ate, at least in part, the virtual NIC instances 206A . . . 206N
with the physical NIC driver instances 208A . . . 208N, the
sockets 13A . . . 13N, and/or the respective processor cores
comprised in the sockets 13A . . . 13N. The one or more
associations 204 may comprise, be based upon, and/or reflect,
atleastin part, the degrees of affinity DA1 ... DAN and/or the
localities of communicative coupling LOC1 . .. LOCN.

For example, in this embodiment, each of the respective
network devices 120A . . . 120N and/or NIC 150A . . . 150N
may be associated with and/or controlled, at least in part, by
a respective one of the physical NIC driver instances
208A . . . 208N. That is, each of the network devices
120A ... 120N and/or each of the NIC 150A . . . 105N may
be or comprise a respective physical device that may be
associated with and/or controlled by, a respective one of the
physical NIC driver instances 208A . . . 208N (e.g., in respec-
tive 1 to 1 relationships). However, in this embodiment, each
of the VNIC instances 206A . . . 206N may comprise a
respective multiplicity of VNIC instances that may be asso-
ciated with and/or used by respective of the sockets 13A . ..
13N. For example, the respective sets of processor cores in the
respective sockets 13A .. . 13N may execute multiple respec-
tive processes (not shown) that may generate, at least in part,
packets in packet flows (e.g., packet flows F1 . .. FN) to be
transmitted from one or more nodes 10 to network 50 via
switch 70. For each respective CPU socket, in order to initiate
packet transmission from one or more nodes 10, these not
shown processes executed by the processor cores in the
respective socket may access and/or issue (e.g., via one or
more not shown operating system network stack processes) to
associated ones of the VNIC instances the packets to be
transmitted.

The one or more associations 204 may assign, correlate,
and/or map, at least in part, each respective CPU socket
13A ... 13N to and/or in a respective tuple (not shown) that
may include (1) one or more respective network devices
and/or one or more respective NIC having the greatest relative
degree of affinity and/or the greatest relative locality of com-
municative coupling to the respective CPU socket, (2) the
respective physical NIC driver instance that is associated with
the respective CPU socket, and/or (3) the respective multiple
VNIC instances associated with the respective CPU socket.
The respective tuple also may indicate one or more respective
flows to be directed to the respective CPU socket (e.g., as a
consumer) or being generated by the respective CPU socket
(e.g., as a producer). Each such respective CPU socket also
may include respective memory controller circuitry that also
may be indicated in the respective tuple. Thus, in each of these
not shown tuples in one or more associations 204, multiple
respective VNIC instances may be associated with single
respective physical NIC driver instances.

In this embodiment, one or more processes 202 may
expose, at least in part, the VNIC instances 206A . . . 206N to
the CPU sockets 13A . . . 13N with which they may be
associated. However, one or more processes 202 may hide, at
least in part, the physical NIC driver instances 208A . . . 208N
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8
from these sockets 13A . . . 13N. Each of these VNIC
instances 206A . . . 206N may expose single respective
queues (and/or sets of queues and/or queue pairs) 210A . . .
210N to each of the respective sockets 13A . . . 13N that may
be associated with the VNIC instances 206A . . . 206N.

After a packet (e.g., packet 52A) is received by one of the
VNIC instances VNIC instance 206A), the VNIC instance
206 A and/or one or more processes 202 may select, based at
least in part upon the tuples in the one or more associations
204, the physical NIC driver instance (e.g., instance 208A)
associated with the network device 120A and/or NIC 150A
that may have the greatest relative degree of affinity and/or the
greatest relative locality of communicative coupling to the
respective CPU socket (e.g., socket 13A) that generated the
packet 52A and/or flow F1 to which the packet 52A belongs.
In effect, this also may select the network device 120A and/or
NIC 150A. Circuitry 118, one or more of the processor cores
15A .. 15N, 17A ... 17N, and 19A . . . 19N, VNIC instance
206A, and/or one or more processes 202 may transmit the
packet 52A to the thus selected physical NIC driver instance
208A for processing. Physical NIC driver instance 208 then
may control the operation of its associated network device
120A and/or NIC 150A such that the network device 120A
and/or NIC 150A may transmit the packet 52A via one or
more links 51A to port 160A of switch 70. Switch 70 may
transmit the packet 52 A via one or more ports 170 and one or
more links 53 to one or more networks 50. In the above
example, the one or more not shown operating system net-
work stack processes may use local memory (e.g., memory
21A) to one or more sockets 13A to buffer the packet 52A.

Additionally or alternatively, although not shown specifi-
cally in the Figures, the one or more of the network devices
120A ... 120N that may be selected in accordance, at least in
part, with the above techniques of this embodiment, may be or
comprise, at least in part, one or more of the ports 160A . . .
160N of switch 70. For purposes of this example, each of the
flows F1 .. . FN may be received by the switch 70 from the
network 50, and may be intended to be consumed (e.g., pro-
cessed) by one or more respective processor cores in respec-
tive of the sockets 13A . . . 13N. For example, the packets
comprised in flow F1 may be intended to be consumed by one
or more of the processor cores 15A . . . 15N in one or more
sockets 13 A, and the packets comprised in flow FN may be
intended to be consumed by one or more of the processor
cores 17A . . . 17N in one or more sockets 13B. Switch 70
and/or switch circuitry 119 may select one or more ports
160A via, which to transmit one or more packets 52A of flow
F1 to one or more nodes 10 based at least in part upon
information 190 provided, at least in part, to switch 70 from
one or more nodes 10 via, one or more control messages 192.
Switch 70 and/or switch circuitry 119 also may select one or
more ports 160B via which to transmit the packets in flow FN
to one or more nodes 10 based at least in part upon informa-
tion 190.

For example, one or more control messages 192 may com-
prise information 190 and may be generated, at least in part,
by one or more processes 202. One or more processes 202
may generate, at least in part, one or more control messages
192 and/or information 190 based at least in part upon one or
more associations 204. The information 190 and/or one or
more control messages 192 may implicitly and/or explicitly
contain, provide, and/or indicate, at least in part, the respec-
tive tuple information comprised in one or more associations
204. This tuple information provided to switch 70 and/or
switch circuitry 119 may permit the switch 70 and/or switch
circuitry 119 to determine, at least in part, for each respective
CPU socket 13A . . . 13N, one or more respective flows that
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are being produced or intended to be consumed by the respec-
tive CPU socket, and/or the one or more respective NIC
having the greatest relative degree of affinity and/or the great-
est relative locality of communicative coupling to the respec-
tive CPU socket. Based upon this tuple information and other
packet information (e.g., source/destination address, port
information, etc.) obtained from packets transmitted to
switch 70 from one or more nodes 119, switch 70 and/or
switch circuitry 119 may select the one or more ports 160A of
switch 70 to and/or via which to transmit the packets
52A...52Nin flow F1. Switch 70 and/or switch circuitry 119
may make this selection because one or more ports 160A may
be communicatively coupled (e.g., in the most direct and/or
close manner for any component of switch 70) to the one or
more NIC 150A that may have the greatest relative degree of
affinity DA1 and/or the greatest relative locality of commu-
nicative coupling LOC1 to the socket 13A.

Also based upon this tuple information and other packet
information, switch 70 and/or switch circuitry 119 may select
the one or more ports 160B of switch 70 to and/or via which
to transmit the packets in flow FN. Switch 70 and/or switch
circuitry 119 may make this selection because one or more
ports 160B may be communicatively coupled (e.g., in the
most direct and/or close manner for any component of switch
70) to the one or more NIC 150B that may have the greatest
relative degree of affinity and/or the greatest relative locality
of communicative coupling to the socket 13B.

Thus, an embodiment may include circuitry to select, from
network devices, at least one network device to which at least
one packet is to be transmitted. The network devices may be
associated, at least in part, with each other in at least one link
aggregation. The circuitry may select the at least one network
device based at least in part upon a relative degree of affinity
that the at least one network device has with respect to at least
one CPU socket that is associated, at least in part, with at least
one flow to which the at least one packet belongs. The relative
degree of affinity may be relative to respective degrees of
affinity that one or more others of the network devices have
with respect to the at least one CPU socket.

Advantageously, in this embodiment, the selection of the
one or more network devices to which to transmit packets
may be made on per packet and/or per flow basis, based at
least in part upon which flows the packets may belong to, the
CPU sockets most closely associated with those flows, the
relative affinities of the CPU sockets to the network devices,
and/or the relative localities of communicative coupling of
the CPU sockets to the network devices. Advantageously, this
may improve network communication efficiency and/or
decrease network communication processing latency in one
or more nodes 10 and/or system 100.

Many modifications are possible. For example, one or
more, processes 202 may generate one or more associations
204 based at least in part upon one or more user-provided
preferences (e.g., provided via the one or more not shown
graphical user interfaces). These preferences may modify
(e.g., dynamically during run time), at least in part, the one or
more associations 204 to take into consideration, for example,
load balancing, relative processing speed, and/or other pref-
erences between or among the VNIC instances, CPU sockets,
network interface controllers, network devices, etc. Many
other modifications are also possible. Accordingly, this
embodiment should be viewed broadly as encompassing all
such alternatives, modifications, and alternatives.

What is claimed is:

1. An apparatus comprising:

circuitry to select, from network devices, at least one net-
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mitted, the network devices being associated, at least in
part, with each other in at least one link aggregation, the
circuitry to select the at least one network device based
at least in part upon a relative degree of affinity that the
at least one network device has with respect to at least
one central processing unit (CPU) socket that is associ-
ated, at least in part, with at least one flow to which the
at least one packet belongs, the relative degree of affinity
being relative to respective degrees of affinity that one or
more others of the network devices have with respect to
the atleast one CPU socket, the relative degree of affinity
being determined, based at least in part, upon relative
locality of communicative coupling of the at least one
network device to the at least one CPU socket relative to
respective localities of communicative coupling of the
one or more others of the network devices to the at least
one CPU socket, the relative locality of communicative
coupling being determined, based at least in part, upon at
least one of relative efficiency and relative latency of
data transmission to or from the at least one CPU socket
via the at least one network device relative to at least one
of respective efficiencies and respective latencies of
other data transmissions to or from the at least one CPU
socket via the one or more others of the network devices.

2. The apparatus of claim 1, wherein:

each of the network devices comprises a respective net-
work interface controller (NIC).

3. The apparatus of claim 1, wherein:

the apparatus comprises a node that comprises a circuit
board;

the circuit board comprises:
the circuitry;
CPU sockets that comprise the at least one CPU socket;

and

the network devices;

each ofthe CPU sockets comprises a respective plurality of
processor cores;

the network devices comprise respective network interface
controllers;

the CPU sockets are respectively coupled to respective
network interface controllers; and

the network interface controllers are respectively coupled
to respective ports of a switch.

4. The apparatus of claim 1, wherein:

the circuitry is to execute, at least in part, at least one
process that is to generate, at least in part, at least one
association;

the at least one association is to associate virtual network
interface controller (NIC) instances, physical NIC driver
instances, and CPU sockets;

the CPU sockets comprise the at least one CPU socket; and

the at least one association reflects, at least in part, the
relative degree of affinity and the respective degrees of
affinity.

5. The apparatus of claim 4, wherein:

the at least one association is to associate multiple of the
virtual NIC instances with a single one of the physical
NIC driver instances;

the at least one process is to expose the virtual NIC
instances to the CPU sockets;

the at least one process is to hide the physical NIC driver
instances from the CPU sockets; and

each of the virtual NIC instances is to expose a single
respective queue to each respective CPU socket.
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6. The apparatus of claim 1, wherein:

the network devices comprise ports coupled to a node that
comprises CPU sockets that include the at least one CPU
socket;

a switch comprises the ports; and

the switch is to select at least one of the ports via which to
transmit the at least one packet to the node based at least
in part upon information from the node, the relative
degree of affinity being determinable, at least in part,
based at least in part upon the information.

7. The apparatus of claim 6, wherein:

the information is provided, at least in part, via one or more
control messages issued from the node to the switch; and

the CPU sockets are to access memory in accordance, at
least in part, with non-uniform memory access.

8. A method comprising:

selecting, at least in part by circuitry, from network devices
at least one network device to which at least one packet
is to be transmitted, the network devices being associ-
ated, at least in part, with each other in at least one link
aggregation, the circuitry to select the at least one net-
work device based at least in part upon a relative degree
of affinity that the at least one network device has with
respect to at least one central processing unit (CPU)
socket that is associated, at least in part, with at least one
flow to which the at least one packet belongs, the relative
degree of affinity being relative to respective degrees of
affinity that one or more others of the network devices
have with respect to the at least one CPU socket, the
relative degree of affinity being determined, based at
least in part, upon relative locality of communicative
coupling of the at least one network device to the at least
one CPU socket relative to respective localities of com-
municative coupling of the one or more others of the
network devices to the at least one CPU socket, the
relative locality of communicative coupling being deter-
mined, based at least in part, upon at least one of relative
efficiency and relative latency of data transmission to or
from the at least one CPU socket via the at least one
network device relative to at least one of respective
efficiencies and respective latencies of other data trans-
missions to or from the at least one CPU socket via the
one or more others of the network devices.

9. The method of claim 8, wherein:

each of the network devices comprises a respective net-
work interface controller (NIC).

10. The method of claim 8, wherein:

the apparatus comprises a node that comprises a circuit
board;

the circuit board comprises:
the circuitry;
CPU sockets that comprise the at least one CPU socket;

and

the network devices;

each of the CPU sockets comprises a respective plurality of
processor cores;

the network devices comprise respective network interface
controllers;

the CPU sockets are respectively coupled to respective
network interface controllers; and

the network interface controllers are respectively coupled
to respective ports of a switch.

11. The method of claim 8, wherein:

the circuitry is to execute, at least in part, at least one
process that is to generate, at least in part, at least one
association;
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the at least one association is to associate virtual network
interface controller (NIC) instances, physical NIC driver
instances, and CPU sockets;

the CPU sockets comprise the at least one CPU socket; and

the at least one association reflects, at least in part, the
relative degree of affinity and the respective degrees of
affinity.

12. The method of claim 11, wherein:

the at least one association is to associate multiple of the
virtual NIC instances with a single one of the physical
NIC driver instances;

the at least one process is to expose the virtual NIC
instances to the CPU sockets;

the at least one process is to hide the physical NIC driver
instances from the CPU sockets; and

each of the virtual NIC instances is to expose a single
respective queue to each respective CPU socket.

13. The method of claim 8, wherein:

the network devices comprise ports coupled to a node that
comprises CPU sockets that include the at least one CPU
socket;

a switch comprises the ports; and

the switch is to select at least one of the ports via which to
transmit the at least one packet to the node based at least
in part upon information from the node, the relative
degree of affinity being determinable, at least in part,
based at least in part upon the information.

14. The method of claim 13, wherein:

the information is provided, at least in part, via one or more
control messages issued from the node to the switch; and

the CPU sockets are to access memory in accordance, at
least in part, with non-uniform memory access.

15. Non-transitory computer-readable memory storing one

or more instructions that when executed by a machine result
in performance of operations comprising:

selecting, at least in part by circuitry, from network devices
at least one network device to which at least one packet
is to be transmitted, the network devices being associ-
ated, at least in part, with each other in at least one link
aggregation, the circuitry to select the at least one net-
work device based at least in part upon a relative degree
of affinity that the at least one network device has with
respect to at least one central processing unit (CPU)
socket that is associated, at least in part, with at least one
flow to which the at least one packet belongs, the relative
degree of affinity being relative to respective degrees of
affinity that one or more others of the network devices
have with respect to the at least one CPU socket, the
relative degree of affinity being determined, based at
least in part, upon relative locality of communicative
coupling of the at least one network device to the at least
one CPU socket relative to respective localities of com-
municative coupling of the one or more others of the
network devices to the at least one CPU socket, the
relative locality of communicative coupling being deter-
mined, based at least in part, upon at least one of relative
efficiency and relative latency of data transmission to or
from the at least one CPU socket via the at least one
network device relative to at least one of respective
efficiencies and respective latencies of other data trans-
missions to or from the at least one CPU socket via the
one or more others of the network devices.

16. The non-transitory computer-readable memory of

65 claim 15, wherein:

each of the network devices comprises a respective net-
work interface controller (NIC).
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17. The non-transitory computer-readable memory of

claim 15, wherein:

the circuitry is comprised in a circuit board that is com-
prised in a node;

the circuit board comprises:
the circuitry;
CPU sockets that comprise the at least one CPU socket;

and

the network devices;

each of the CPU sockets comprises a respective plurality of
processor cores;

the network devices comprise respective network interface
controllers;

the CPU sockets are respectively coupled to respective
network interface controllers; and

the network interface controllers are respectively coupled
to respective ports of a switch.

18. The non-transitory computer-readable memory of

claim 15, wherein:

the circuitry is to execute, at least in part, at least one
process that is to generate, at least in part, at least one
association;

the at least one association is to associate virtual network
interface controller (NIC) instances, physical NIC driver
instances, and CPU sockets;

the CPU sockets comprise the at least one CPU socket; and

the at least one association reflects, at least in part, the
relative degree of affinity and the respective degrees of
affinity.
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19. The non-transitory computer-readable memory of

claim 18, wherein:

the at least one association is to associate multiple of the
virtual NIC instances with a single one of the physical
NIC driver instances;

the at least one process is to expose the virtual NIC
instances to the CPU sockets;

the at least one process is to hide the physical NIC driver
instances from the CPU sockets; and

each of the virtual NIC instances is to expose a single
respective queue to each respective CPU socket.

20. The non-transitory computer-readable memory of

claim 15, wherein:

the network devices comprise ports coupled to a node that
comprises CPU sockets that include the at least one CPU
socket;

a switch comprises the ports; and

the switch is to select at least one of the ports via which to
transmit the at least one packet to the node based at least
in part upon information from the node, the relative
degree of affinity being determinable, at least in part,
based at least in part upon the information.

21. The non-transitory computer-readable memory of

claim 20, wherein:

the information is provided, at least in part, via one or more
control messages issued from the node to the switch; and

the CPU sockets are to access memory in accordance, at
least in part, with non-uniform memory access.
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